Stress and microstructure evolution in thick sputtered films
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Abstract

Materials synthesized by deposition techniques are often plagued by high levels of residual stress. While the origin and control of this stress in thin (sub-micron) films has been an active area of research, it is not clear how the results extrapolate with thickness. In the present work, in situ residual stress measurements are performed during the sputter deposition of beryllium, spanning the transition from thin to thick. Variables including sputtering gas pressure and substrate biasing are shown to strongly affect both the average and instantaneous stress levels measured during film growth. Detailed microstructural characterization is performed to assess the grain structure, surface morphology, and crystallographic growth texture of representative specimens. The microstructure is correlated with theoretical models of stress generation to interpret experimental measurements. A stress map is also constructed, generalizing the effects of processing and material parameters on stress state.
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1. Introduction

Thick films are desirable for a variety of applications, ranging from wear and corrosion resistant coatings to freestanding parts. Unfortunately, high levels of residual stress can lead to cracking and/or spalling of the deposited film, posing serious practical problems. In an effort to understand and ultimately control these stresses, a number of studies have been conducted over the past five decades based on experimental [1–15], theoretical [16–29], and computational [30–37] approaches. While earlier studies typically focus on empirical observations of stress and microstructure, more recent investigations are directed at understanding the fundamental, atomic-level mechanisms of stress generation. Tensile stress is most often explained by a grain coalescence mechanism [16–18,21,30,36], where neighboring grains of the growing film are presumed to spontaneously join together under the action of interatomic forces, eliminating two free surfaces in favor of an elastically strained grain boundary. This net in-plane contraction produces tensile stress in the growing film and is expected to be active regardless of the specific synthesis technique or material. Compressive stress models, on the other hand, depend on processing details and generally fall into two categories based on either atomic peening [19,20,28,32] or adatom diffusion [29,37–39]. Atomic peening is likened to the industrial process of shot peening [40], where atoms (or particles) of high incoming energy strike the growing film surface, causing local atomic displacements and densification of the film. Diffusion-based models assume that excess adatoms are incorporated into the grain boundaries during deposition, resulting in densities...
above those expected in equilibrium. Both of these processes are conceptually similar, describing compressive stress as a consequence of densification. However, the routes to densification are fundamentally different, such that diffusion-based models are expected to apply under conditions of high homologous temperature (mobility), while ion peening likely dominates under conditions of high kinetic energy. The overall stress state observed experimentally will involve some competition between the above mechanisms, dependent on the energy supplied to the growing film surface. In the present work, we focus on low temperature magnetron sputtering experiments, paying attention to variables that significantly control the kinetic energy of the deposition process: sputtering gas pressure and substrate biasing.

Sputtering gas pressure has perhaps been the most studied variable to date in terms of residual stress, and there is an almost universally observed transition from tension to compression as pressure is decreased [1,2,5–7,10,11,13,15]. In addition, Thornton and Hoffman [2] observed a clear log-linear trend between the critical tension-compression transition pressure and the atomic mass of the sputtered material; dense, high Z materials exhibit compressive stress to higher sputtering gas pressure as compared to their low Z counterparts. Another well-studied variable in the sputtering process is the effect of substrate biasing, where a negative potential applied to the growing film has been shown to induce compressive stress [1,8,14,41–43]. These empirical observations have been broadly rationalized based on the atomic peening mechanism; decreasing sputtering gas pressure or increasing substrate bias both lead to high kinetic energy conditions, tending to yield compressively stressed deposits. Striking a balance between tensile and compressive mechanisms, it should be possible to find a low stress condition for a given experimental setup by simple adjustment of the sputtering gas pressure and/or application of substrate biasing.

In addition to residual stress investigations, research has also been directed at processing-structure relationships in deposited films [1,7,12,44–48]. Common variables, including sputtering gas pressure and substrate biasing, have been correlated with microstructural observations in a variety of materials. One of the earliest and still widely used systems to categorize different structures with respect to processing variables is known as the Thornton zone diagram [44], originally specifying four different “types” of films based loosely on the energy of adatoms. The sequence of types I, T, II, and III corresponds to increasing energy where the microstructure gradually changes from porous columnar grains to fully recrystallized. While this system is instructive for interpreting qualitative trends, it does not incorporate quantitative aspects of the microstructure, such as crystallographic texture or surface roughness, and has not been clearly linked to stress data. In fact, there are relatively few works that combine detailed microstructural characterization with residual stress measurements over a wide range of processing conditions. Also, most of the works cited above have concentrated on thin films, characterized by sub-micron thickness, where researchers examine early-stage film nucleation and growth. Thicker films (>1 μm) have received considerably less attention.

A key question we address in the present work is the connection between thin and thick regimes, and whether thin film stress and microstructure results can be extrapolated to any finite thickness. We explore this connection using an in situ stress measurement technique, enabling real-time information on the evolution of residual stress in films processed over a wide range of sputtering gas pressures and substrate biasing conditions. In addition, we perform detailed microstructural characterization to assess the grain structure, surface morphology, and crystallographic texture during film growth. This combined approach yields a clear picture of the processing-structure-stress relationship beyond the thin film limit. Pure beryllium is used as a model material in the present investigation for a number of reasons. Along with its important role in nuclear fusion energy applications [49–51], beryllium exhibits several unique structural and mechanical properties, making it an interesting test bed for stress-microstructure studies. As a hexagonal metal with the lowest c/a ratio, beryllium shares multiple low surface energy planes [52], which we show to have important consequences on texture selection and film quality. Also, as one of the lightest elements (Z = 4), with a high elastic modulus [53], beryllium is especially prone to high levels of tensile stress [2], making it an ideal system to study stress generation and control.

2. Experimental procedures

Beryllium specimens were deposited by magnetron sputtering at General Atomics (San Diego, CA) using three 50.8 mm diameter targets, positioned symmetrically about the center axis of the chamber, operating at 100 W in an argon environment. Silicon (100) wafers, 25.4 mm in diameter and 525 μm thick, were used as substrates for all experiments, with a substrate-to-target distance of ~90 mm. The substrates were grounded in reference to the chamber wall in all cases, except for the biasing experiments where a ~40 V potential was applied. During the biasing experiments only, a +44 V potential was also supplied to a 51 mm diameter stainless steel ring located ~6 mm above the substrate to form a secondary plasma near the film surface. This procedure (known as ionized physical vapor deposition) supplies an extra flux of energized ions to the growing film surface; the details of this process are beyond the scope of the present work and the reader is referred to Ref. [54] for more information.

Residual stress measurements were acquired in situ (during film growth) using a multi-beam optical sensor (MOS) system manufactured by k-Space Associates, Inc. (Ann Arbor, MI) [55]. This system uses an array of parallel laser beams reflected from the surface during film growth to measure curvature, which is converted to stress using the Stoney formula [24,27,56]. In all experiments the film/substrate thickness ratio is less than 5 × 10⁻³, ensuring the accuracy of this technique [57]. Following deposition, several representative specimens were subject to microstructural charac-
characterization using transmission electron microscopy (TEM) for grain size and structure, scanning electron microscopy (SEM) and atomic force microscopy (AFM) for surface morphology, and X-ray diffraction (XRD) for crystallographic texture. A Philips CM300-FEG TEM was used to examine specimens prepared in cross-section by a focused ion beam (FIB) liftout technique [58] in an FEI Nova 600; this DualBeam™ machine was also used for SEM investigations. AFM measurements were performed on a Digital Instruments DIM-300 operating in tapping mode over a scan area of $5 \times 5 \mu m$. Traditional $\theta$–$2\theta$ (Bragg–Brentano) XRD scans were conducted in reference to the specimen surface on a Philips APD3720 goniometer.

In what follows, we first present the stress results, emphasizing the important information provided by the in situ technique. We then discuss film microstructure, linking the growth morphology to processing conditions and stress data. Finally, the general features observed here are discussed in terms of existing analytical models of stress generation and film growth mechanisms.

3. Stress measurements

In thin film studies, substrate curvature is typically used to provide a measure of the average residual stress. Although the stress may not be uniform, the average value is a useful metric for comparing trends in processing parameters. Average stress is plotted in Fig. 1 for beryllium specimens at three different thicknesses (0.5, 1.0, and 2.0 $\mu m$) deposited over a range of sputtering gas pressures without substrate biasing (solid points), and at 5 mTorr with a $-40$ V bias applied to the substrate (open points). The general trend without biasing is consistent with that observed in the literature for a variety of materials [1,2,5–7,10,11,13,15]; compressive stress at low sputtering gas pressure followed by a tensile peak and slight decline in stress as pressure is increased. In the range of 2–5 mTorr, the sharp transition in stress state is a consequence of the change in energy supplied to the growing film, as mentioned in Section 1 and to be discussed in more detail in Section 5. The slight decline in tensile stress at higher pressures is usually attributed to increasing film porosity under these conditions [1,5,12], such that higher stress levels cannot be supported by the film. Therefore, in cases where dense, high quality films are desired, it is preferable to work in the low pressure range, below $\sim 5$ mTorr in the present case. Also demonstrated in Fig. 1 is the significant influence of substrate biasing, where the stress state is reversed from tension to compression at 5 mTorr. This result, again, is generally consistent with that reported in the literature [1,8,14,41–43] and will be discussed from a mechanistic standpoint in Section 5.

While the general trends displayed in Fig. 1 are typical, it is clear that the average stress changes with thickness. This is especially apparent for the lowest 2 mTorr, unbiased and 5 mTorr, biased specimens where stress trends in the tensile direction as film thickness increases. This demonstrates that a single average value does not sufficiently describe the stress state in thick films, where significant gradients in stress are possible. To access the full distribution of stress as a function of thickness, the MOS system provides real-time curvature data, which can be used to calculate the instantaneous stress during film growth. Instantaneous stress is plotted in Fig. 2 for three representative specimens from Fig. 1, encompassing a wide range of stress behavior from tensile to compressive. This instantaneous measure may be directly correlated with the microstructure through-thickness. The error on instantaneous stress is estimated to be $\pm 100$ MPa, mainly due to the fitting procedure used to extract the data and temperature/growth rate variations.
specimens from Fig. 1, covering the minimum and maximum stress achieved without substrate biasing (at 2 and 5 mTorr, respectively), and the 5 mTorr, −40 V biased specimen. This instantaneous measure can be interpreted as the increment of stress contributed to the specimen at a particular thickness, at or near the growing surface [4]. While the 5 mTorr, no bias specimen exhibits nearly constant instantaneous stress at ~500 MPa, both the 2 mTorr, no bias and 5 mTorr, −40 V bias specimens begin in a compressive state and trend in the tensile direction with thickness; these observations are consistent with the average values presented in Fig. 1, which are essentially an integration of the instantaneous data. It is also apparent that the 2 mTorr, no bias specimen reaches a plateau at nearly the same tensile stress level as the 5 mTorr, no bias specimen (~500 MPa), indicating that there may be an upper bound on achievable tensile stress. This will be discussed in more detail later on. The true attraction of the instantaneous measurement lies in the spatial information; the data in Fig. 2 can be directly compared with the microstructure through-thickness. In the next section, we examine the specimens from Fig. 2 in an effort to interpret the stress trends in relation to microstructural features.

4. Microstructural characterization

Cross-sectional TEM images are presented in Fig. 3a–c for the representative set of processing conditions from Fig. 2, arranged in order of increasing average compressive stress. The full film thickness can be seen in these images with portions of the substrate and surface visible on the left and right, respectively; in Fig. 3a the edge of the FIB liftout specimen can also be seen. Independent of processing conditions, columnar grain growth is clearly observed for all specimens, with an area of dense nucleation near the growing surface. Beneath (a–c) are respective SEM images of the surface morphology for films grown to thicknesses of (d–f) ~0.6 μm, and (g–i) ~2.5 μm. Surface structure is strongly influenced by processing conditions.

Fig. 3. (a)–(c) Cross-sectional bright-field TEM images of the representative films from Fig. 2, deposited at 5 mTorr with no bias, 2 mTorr with no bias, and 5 mTorr with −40 V substrate bias, respectively. Portions of the substrate (on the left) and film surface (on the right) can be seen in all images. Beneath (a–c) are respective SEM images of the surface morphology for films grown to thicknesses of (d–f) ~0.6 μm, and (g–i) ~2.5 μm. Surface structure is strongly influenced by processing conditions.
substrate followed by well-defined grains oriented in the growth direction. In the Thornton classification, these would be designated as zone II structures [44]. Note, however, that a slightly finer grain size is maintained in the biased condition (Fig. 3c) compared with either of the unbiased structures (Fig. 3a and b), with average values near the surface of ~80 and ~130 nm, respectively. Besides this distinction, no clear difference is observed in the grain structure between the three representative specimens.

Surface morphology is examined via SEM in Fig. 3d–i. Images are arranged in columns according to processing condition in the same way as the TEM data, and rows according to thickness: Fig. 3d–f ~0.6 µm and Fig. 3g–i ~2.5 µm. This gives a sense of the change in surface morphology with film growth and the effects of pressure/biasing. For each processing condition, similar features are maintained as thickness increases, with clear coarsening in the case of d → g and f → i. Comparing amongst the representative processing variables reveals significant changes in surface morphology. Nodular (mounding), hexagonal growth patterns are observed for the 5 mTorr, no bias specimen (g) while adding substrate bias at the same pressure leads to a dense, faceted surface structure (i). The 2 mTorr, no bias specimen (h) shares common features between these extremes: areas where faceting is observed and others where the growth appears nodular. These observations suggest a transition in film growth mechanisms between the representative conditions. For a more quantitative understanding of surface morphology, AFM measurements of surface roughness are presented in Fig. 4a and b for each of the specimens from Fig. 3d–i. The AFM data are presented as distributions, showing both the range and relative frequency of surface height observations; root mean square roughness $R_q$ is also listed for each specimen. Several interesting features can be observed here that complement the SEM observations. First, from a thickness of (a) ~0.6 µm to (b) ~2.5 µm the surface structure becomes rougher for all specimens, as indicated by the $R_q$ values, and also by the clear shift and broadening of the peaks. Note that the surface height measurements in (b) are on the order of the grain size observed via TEM mentioned above (~80–130 nm), and that the 5 mTorr, biased specimen maintains the smoothest surface in the thick condition. Second, the 2 mTorr, no bias specimen shows a distinct bimodal distribution in (a), spanning a much wider height range than the other two conditions. The same specimen also displays the broadest distribution in the thick condition (b). In line with the SEM observations, this result suggests that the 2 mTorr, no bias specimen may exhibit multiple growth modes, each with a different characteristic appearance and growth rate.

To examine the growth modes in more detail, XRD measurements are performed on the representative specimens from Fig. 3g–i to quantify crystallographic texture; results are shown in Fig. 5. A shift in texture is observed from (002) to (101) for the 5 mTorr specimen deposited without and with substrate bias, respectively. The 2 mTorr, no bias specimen shows mixed texture including the (100) prism plane. These results can be used to interpret the growth morphologies observed in Fig. 3d–i, and have important implications for film quality and stress as discussed in the text.
observed between the representative conditions and the (100), (002), and (101) hexagonal planes. While the 5 mTorr, no bias specimen displays nearly perfect (002) basal plane texture, the addition of substrate biasing shifts the dominant texture to the (101) plane. The 2 mTorr, no bias specimen falls between these two extremes, showing both (002) and (101) peaks in addition to a relatively small (100) prism plane signal. Combining the XRD data with the SEM images from Fig. 3 and the AFM measurements from Fig. 4 leads to a clear interpretation of the growth mode for each representative condition. The 5 mTorr, no bias specimen grows with basal texture, leading to the six-fold hexagonal patterning observed in the SEM images (especially apparent for the thick condition, Fig. 3g). A faceted surface morphology is observed with substrate biasing (Fig. 3f and i) because the (101) plane lacks high symmetry. Instead of observing the underlying crystallographic structure, the film grows in such a way to minimize the excess energy from grain boundaries. Intermediate between these two conditions, the 2 mTorr, no bias specimen displays mixed modes of growth.

Based on the above microstructural observations, it is clear that sputtering gas pressure and substrate biasing have significant effects on the growth morphology. In the next section, we interpret these findings in connection with the stress data from Section 3. We also comment on the possible fundamental mechanisms responsible for the observed texture transition, although the details of this are deferred to future work as we are mainly concerned here with the residual stress data.

5. Processing–structure–stress relationship

While a number of theories exist on residual stress generation in deposited films [1,17–20,26,28], it is generally difficult to capture the proposed mechanisms experimentally. This is an area where atomistic [32–34,36] and continuum level [30,31,35] simulations have been successful in providing some understanding beyond the theoretical arguments. In the present work, although the microstructural characterization is performed ex situ, we can directly compare with the in situ stress data to gain some level of understanding from a microstructural point of view. In what follows, we present two models of stress generation based on mechanisms expected to be active in the present experiments, paying special attention to microstructural variables. We then describe a physical model relating processing variables to the stress state based on a critical energy assumption. A map is constructed using this model to help interpret the average stress trends with pressure and substrate biasing observed in the present work, as well as those generally found in the literature. Following this, we discuss the instantaneous stress measurements in Fig. 2 in relation to the microstructural data from Section 4. Finally, we briefly discuss the texture transition revealed by XRD in Fig. 5.

5.1. Tensile stress

One of the first successful models of tensile stress generation was proposed by Doljack and Hoffman [16,17], who considered the stress developed when newly deposited grains are attracted to one another during deposition, causing grain coalescence or "zipping" of the grain boundaries. This in-plane elastic strain produces a biaxial stress in the film. Nix and Clemens [18] later extended this model, using an energetic analysis to derive an upper-bound estimate of residual tensile stress, \( \sigma_T \), given by:

\[
\sigma_T = \sqrt{\frac{1}{1 - \nu} \cdot \frac{2(2\gamma_s - \gamma_{gb})}{d}} \frac{Y}{C_0^{1/2}} \quad (1)
\]

where \( Y \) is Young’s modulus, \( \nu \) is Poisson’s ratio, \( d \) is grain size, and \( \gamma_s \) and \( \gamma_{gb} \) are the surface and grain boundary energies of the film, respectively. This equation is perhaps the most frequently cited to describe tensile stress development in deposited films. Inserting typical values for Be of \( Y = 318 \text{ GPa} \) and \( \nu = 0.02 \) [59], with assumed surface and grain boundary energies of 1.5 and 0.5 J m\(^{-2}\), respectively, and \( d = 100 \text{ nm} \) yields a value of \( \sigma_T^{\text{max}} = 4 \text{ GPa} \); significantly higher than that observed experimentally (cf. Figs. 1 and 2). The overestimate of Eq. (1) in comparison to experimental results is well documented in the literature [30], and this continues to be an active area of research. Nevertheless, Eq. (1) provides some insight on the potential atomic level mechanisms involved in tensile stress generation, and a connection to measurable experimental variables. In particular, Eq. (1) suggests that tensile stress should increase with a decrease in grain size and/or an increase in the difference between surface and grain boundary energies. In addition, several more recent studies have extended the simple geometry assumed by Nix and Clemens (flat, hexagonal, columnar grains) [18] to include surface roughness and the effects of grain boundary grooving [25,31,60]. One of the main outcomes of these works is a predicted correlation between roughness and tensile stress; rougher surfaces generate higher tensile stress due to the propensity for in-plane contact between neighboring grain surfaces. Thus, a number of microstructural variables are expected to influence the magnitude of tensile stress generated by the grain coalescence mechanism, and these will be discussed in relation to the present experimental observations in Section 5.4.

5.2. Compressive stress

As mentioned in Section 1, a number of compressive stress models have been presented in the literature, with the most popular involving either atomic peening, or adatom diffusion into grain boundaries, as a means to densify the deposited film. The variables studied in the present experiments (sputtering gas pressure and substrate biasing) mainly affect the kinetic energy of the deposition process and thus ion peening is a natural mechanism to consider as responsible for compressive stress generation [1,19,20,28]. It is
important to note, however, that diffusion-based mechanisms may still be active, although we have not included variables here, such as temperature and deposition rate, that enable a systematic study of this effect [29,37–39].

A key requirement of the ion peening mechanism is that the energy of incoming atoms, \( E \), be greater than some critical value, \( E_{\text{crit}} \), required to cause local atomic displacements (typically on the order of 10 eV [1,61]). For relatively low fluxes, the models of Windischmann [20] and Davis [19] yield similar results, predicting the level of compressive stress, \( \sigma_c \), to be:

\[
\sigma_c = \kappa \frac{Y}{1 - v} \left[ \frac{j \cdot E_{\text{crit}}^{1/2}}{R} \right] 
\]

where \( R \) is the total flux of deposited atoms, \( J \) is the flux of energetic atoms arriving at the surface (with \( E > E_{\text{crit}} \)), and \( \kappa \) is a proportionality constant. High energy processing conditions will therefore tend to yield compressively stressed films. Unfortunately, Eq. (2) cannot be applied to estimate stress in the present work because the magnetron sputtering process used does not afford measurement of the \( J/R \) ratio or \( E \) explicitly. For this reason, other techniques, such as ion beam sputtering [62–65], are more appropriate to study the scaling of Eq. (2) where the researcher has independent control over both energy and flux. However, Eq. (2) does provide insight on the compressive mechanism and, most importantly, it suggest that a critical energy threshold may be used to explain the stress state. If this critical energy is exceeded, the deposit will tend to be compressive.

Several works have studied the underlying physics of the atomic peening mechanism to quantify \( E_{\text{crit}} \) for various materials [19,20,28,32–34]. As mentioned above, this critical value is typically associated with the atomic displacement energy; an energy barrier that must be overcome to induce atomic rearrangement and compressive stress in the growing film. Values of \( E_{\text{crit}} \) have been shown to scale roughly as 4–5 times the sublimation energy [61,66], ranging from ~10 to 50 eV for a variety of materials. Furthermore, \( E_{\text{crit}} \) has been shown to depend on crystallographic orientation [61], with low energy (or close packed) planes typically exhibiting higher threshold values. This orientation dependence may account for as much as ~10 eV deviations. For the specific case of beryllium, ~15 eV is a reasonable estimate for \( E_{\text{crit}} \) [61,67] and we will use this value as a starting point in our discussion below.

Based on the generalizations introduced above, we may predict the stress state as a function of processing parameters by estimating the energy of incoming atoms/ions on the film surface during deposition. In the next section, we derive an approximate model to link the processing conditions to energy and, in turn, stress.

5.3. Modeling the energetics of sputter deposition

The fundamental process of sputtering has been studied in great detail over the past 50 years. Various aspects of the process including, for example, ion–atom interactions, collision cascades, and sputter yield, have been modeled analytically [67–72] and, more recently, through computer simulation [73–75]. Here, we intend to consolidate some of the most general approximations to quantify the total energy supplied to the surface of a growing film during magnetron sputtering. It must be emphasized that what follows is intended to broadly explain and interpret the present experimental trends, and by no means attempts to capture every detail of the entire sputtering process. For detailed reviews of sputtering theory the reader is referred to Refs. [67,73].

From the perspective of the deposit surface, there are three main possible sources of energy [1]: the sputtered target atoms themselves, \( I^0 \), sputtering gas neutrals reflected from the target, \( g^0 \), and sputtering gas ions, \( g^+ \). Each of these will contribute some amount of energy to the growing film, and here we make the assumption that the total energy, \( E_{\text{tot}} \), is additive, such that:

\[
E_{\text{tot}} = E_\rho + E_\varphi + E_g
\]

where the subscripts apply to each of the three sources of energy. As an estimate of the sputtered target atom energy, \( E_\rho \), we refer to an approximation based on the cohesive energy of the target material, \( E_{\text{coh}} \) [67]:

\[
E_\rho \approx \frac{4E_{\text{coh}}}{z} \approx E_{\text{coh}} \left( \frac{(m_g + m_t)^2}{m_g m_t} \right) \quad (4)
\]

where \( z \) is the energy transfer mass factor which, in a hard-sphere elastic approximation, depends on the mass of the sputtering gas, \( m_g \), and target, \( m_t \), atoms \( (z \) essentially captures the fact that energy transfer is most efficient for collisions between objects (atoms) of similar mass). The relationship in Eq. (4) predicts that the energy of atoms ejected from the surface of a target is directly related to bond strength; i.e. the energy of bonding must be overcome before an atom is ejected from the surface. Indeed, most theoretical works incorporate the cohesive energy in some way [68,73] to describe the energy of sputtered target atoms. Of course the actual energy of sputtered atoms will not be single valued as Eq. (4) suggests, but will instead follow a distribution. In this context, the relationship in Eq. (4) has typically been associated with a threshold (i.e. minimum) energy, where the highest sputter yield also occurs [67,73]. Therefore, Eq. (4) provides a reasonable estimate of the most probable energy of sputtered target atoms, and is particularly useful for making comparisons across different material systems. To further generalize, \( E_{\text{coh}} \), displays a reasonably linear trend with melting temperature, \( T_m \); a fit to 78 different elements with melting temperatures ranging from ~38.9 to 3800 °C yields the relationship \( E_{\text{coh}} = 2.06 \times 10^{-5}(T_m) + 1.31 \) with an \( R^2 \) value of 0.79 [67]. This estimation could be inserted in Eq. (4) to provide an even broader description of sputtered target atom energies using well-known variables. For the case of beryllium, the relationship in Eq. (4) predicts a sputtered target atom
energy of \( \sim 22 \) eV, which is in line with that observed for other metals [1], and similar to the estimated value for critical energy \( E_{\text{crit}} \approx 15 \) eV discussed previously.

The second energetic contribution in Eq. (3), \( E_{\phi} \), refers to sputtering gas atoms that have been: (1) accelerated towards the target in ion form, (2) neutralized at the target, and (3) reflected in the direction of the substrate. The energy from these reflected neutrals has been suggested to be the most dominant under conditions of no substrate biasing, tens of electron volts higher than the target atoms discussed above. Windischmann [1] has reviewed this contribution, providing sufficient data to approximate the energy of reflected neutrals as:

\[
E_{\phi} \approx 0.1V_t \left[ \frac{m_t}{m_\phi} \right]^{1/3}
\]

(5)

where \( V_t \) is the voltage applied to the target, assumed here to equal the energy of incoming gas ions accelerated towards the surface (in electron volts). We implicitly neglect the plasma potential here, which in most cases is at least an order of magnitude lower than the target voltage. The mass ratio in Eq. (5) suggests that gas atoms are reflected with higher energy from heavier targets, as has been observed experimentally [72]. For beryllium sputtered in an argon atmosphere with 500 V on the target (typical for the present experiments), Eq. (5) yields a reflected gas atom energy of \( \sim 30 \) eV, slightly higher than that of the target atoms. Note, however, that as beryllium is an extremely light material, this contribution is on the low end compared to more common metals, where reflected neutrals may carry energies approaching 100 eV under the same conditions. This is likely one of the reasons why beryllium is highly prone to tensile stress; the energy contributed to the surface from back-reflected neutrals is relatively low.

The final contribution from charged sputter gas ions, \( E_{\phi} \) in Eq. (3), is perhaps the simplest to approximate in the present approach. Identical to our argument for the energy of incoming ions at the target in Eq. (5), we assume that the energy of ions bombarding a biased substrate is equal to the applied voltage:

\[
E_{\phi} \approx V_{\text{bias}}
\]

(6)

A direct relationship of this sort has been suggested in the literature [76,77] and implies that the energy supplied to a growing film surface can be directly tailored through the application of substrate biasing.

At this point we have expressions for each of the three energy terms in Eq. (3). However, before we attempt to correlate the total energy, \( E_{\text{tot}} \), with stress data, we must consider the important effects of thermalization, where energetic particles collide with, and lose energy to, residual gas atoms in the chamber. In particular, this will affect the first two terms of Eq. (3) where the neutral target and sputtering gas atoms must travel from the target surface to the substrate. Under biasing conditions the charged gas atoms are accelerated over a relatively short distance above the film surface, and will therefore not be thermalized by scattering to the same degree. To calculate the contribution of this effect, we estimate the number of collisions expected, \( N \), and the energy lost per collision, \( \phi \), such that the total energy remaining at the film surface is reduced by a factor of \( (1 - \phi)^N \). The number of collision is simply approximated as the target-to-substrate distance, \( L \), divided by the pressure-dependent mean free path, \( \lambda \), which is well known in the hard-sphere approximation [67]:

\[
N = \frac{L}{\lambda} = \frac{L^2 \rho n}{9.1 \times 10^{22}}
\]

(7)

where \( x \) and \( n \) are the diameter and density of sputtering gas atoms in the system, respectively, and \( P \) is the gas pressure, converted from \( n \) assuming the ideal gas law at room temperature. Upon each collision, the energy lost can be approximated as:

\[
\phi \approx \frac{(m_t - m_\phi)^2 + (m_t + m_\phi)^2}{2(m_t + m_\phi)^2}
\]

(8)

again borrowing from the elastic hard-sphere model and assuming an average deflected collision angle of 45° [74]. With these approximations for thermalization, the total energy arriving at the film surface during deposition can be expressed as:

\[
E_{\text{tot}} = E_{\phi}(1 - \phi)^N + E_{\phi}(1 - \phi)^N + E_{\phi}
\]

(9)

which is simply Eq. (3) with the corrections for energy loss due to scattering.

Inserting Eqs. (4)–(8) into Eq. (9) provides an approximation of the total energy supplied to the film surface, which we will use to define a boundary between tensile and compressive stress under the condition that \( E_{\text{tot}} = E_{\text{crit}} \). Eq. (9) is plotted in Fig. 6a with \( E_{\text{crit}} = 15 \) eV for the case of beryllium sputtered in an argon atmosphere (with \( L = 90 \) mm and \( V_t = 500 \) V). This stress map provides a semi-quantitative way of understanding the average stress trends with pressure and biasing observed in the present work and in the literature in general. Under conditions of no substrate biasing the stress transition occurs just below 1 mTorr. At these low pressures the film receives sufficient energy from the target atoms and reflected gas neutrals, such that substrate biasing is not required to activate the compressive mechanism of Eq. (2). At the highest sputtering gas pressures, however, the energy of the target atoms and reflected gas neutral is almost completely thermalized, and the critical energy must be supplied entirely by substrate biasing \( (V_{\text{bias}} = E_{\text{crit}}) \). Between these extremes both biasing and pressure affect the energy supplied to the film and one can be exchanged for the other (i.e. if substrate bias is decreased, pressure must also be decrease to remain at the critical energy). This interplay between the energy sources defined in Eq. (9) is demonstrated in Fig. 6b, where each term is plotted as a function of sputtering gas pressure under the same conditions as in Fig. 6a. The value for target atoms and reflected neutrals at
0 mTorr represents the maximum possible energy generated at the target surface, and both sources decrease exponentially with pressure due to thermalization with the sputtering gas. When the total contribution from these two terms is below $E_{\text{crit}}$, substrate biasing must be added to make up the difference.

The construction above provides some general understanding of the average stress trends typically observed with pressure and substrate biasing. In addition, Eq. (9) can be used to evaluate the effects of other parameters, including: target material (through $E_{\text{coh}}$ and $m_t$), sputtering gas type ($m_g$ and $x$), and substrate-to-target distance ($L$). Terms appearing in the exponent of Eq. (9) have the most significant effect. For example, changing the substrate-to-target distance from 90 to 10 mm suppresses the tensile region, such that the entire parameter space plotted in Fig. 6a becomes compressive (due to less thermalization). Using Eq. (9) in this way can help interpret and steer experiments toward the desired stress state. Of course, as mentioned throughout the derivation, Eq. (9) relies on a number of simplifying assumptions which may prevent direct, quantitative comparisons. In particular, the results are highly dependent on the assumption of a critical energy ($E_{\text{crit}}$) required to induce compressive stress. Also, there is no incorporation of flux in Eq. (9), which is known to have an important stress contribution (cf. Eq. (4)). Finally, we note that although only the stress state is reported in Fig. 6a, a continuum of stress levels will occur across the boundary, with higher stresses in either direction far from the solution to Eq. (9). In spite of the inherent limitations discussed above, the stress map of Fig. 6a is a useful exercise to help interpret the complex stress results obtained by sputter deposition. Unfortunately, the number of approximations involved in Fig. 6a, and lack of rigorous data in pressure-bias space, prevents direct comparison with experiments. Future work in this area would be useful to verify and expand the present approach.

5.4. Change in stress with film thickness

While the model above is useful for discussing the energetic origins of the average stress trends in Fig. 1, the instantaneous measurements in Fig. 2 require further discussion. In all cases studied, the instantaneous stress ultimately becomes tensile as film thickness increases. Furthermore, an apparent tensile plateau exists at $\sim 500$ MPa; instantaneous measurements higher than this have not been observed. This value coincides with the tensile strength of beryllium [59], suggesting a material-dependent upper bound where higher stresses simply cannot be supported by the film. In the absence of cracking, which has not been observed in the present specimens, this implies that some degree of plastic deformation must be occurring during deposition. A second obvious feature in Fig. 2 involves the compressive-to-tensile transition for both the 2 mTorr, no bias, and 5 mTorr, −40 V bias specimens. This trend may be due to a number of factors, which are unfortunately difficult to separate in the present experiments. Variables such as grain size, surface roughness, substrate heating, in-plane crystallographic texture, and impurities are all expected to influence the stress generating mechanisms discussed in Sections 5.1 and 5.2. It is interesting to note that there is no correlation here between stress and grain size as suggested by Eq. (1), which predicts higher tensile stress with finer grain size, as observed in the early stages of growth (cf. Fig. 3a–c). This suggests that other variables may be more important. Viewing the overall stress as a competition among different stress-generating mechanisms, the transition in Fig. 2 may be interpreted as a strengthening and/or weakening of these mechanisms with thickness. For example, as surface roughness increases with film growth, it has been suggested that grain coalescence may become more active [25,31,60].
potentially leading to higher tensile stresses. Also, if the developing columnar grains orient to minimize grain boundary energy, this is expected to strengthen the tensile mechanism as the numerator \(2\gamma_L - \gamma_{gb}\) becomes larger in Eq. (1). Future studies focused on the in-plane crystallographic orientation would help clarify this potentially important mechanism. It seems reasonable to suspect that a low-energy fiber texture should develop with film growth, making the specimens increasingly prone to tensile stress.

From another perspective, the ion peening or diffusion-based compressive stress mechanisms may become less effective as the film roughens with growth. Shadowing-induced voids [78] may act as relaxation sites, or the rough surface itself may prevent efficient generation of compressive stress by either mechanism (increasingly oblique ion/atom incidence for the case of ion peening, or longer distances for adatom diffusion). Weakening of the compressive stress generating mechanisms with roughness will shift the balance towards tensile stress in the growing film. This interpretation suggests that maintaining a smooth surface may make it possible to suppress the tensile trend observed with film thickness.

Other contributions from substrate heating and impurities are also possible. However, while slight heating (\(-70^\circ\text{C}\) on average) has been recorded in the present experiments, it is not expected to significantly impact mobility given the relatively high melting point of beryllium \((1287^\circ\text{C})\). Impurities have been proposed as a potential source of compressive stress [1]. Most attention has been paid to lattice distortion or phase changes associated with the incorporation of water vapor, oxygen, hydrogen, and inert sputtering gases. If impurity levels change during film growth, this may lead to non-steady stress conditions. Preliminary RBS measurements found low levels of oxygen and argon impurities in all specimens examined in the present work, with no clear change through thickness within measurement resolution. However, this remains an active area of research and future work will help resolve the impurity contribution in detail.

The instantaneous measurements in Fig. 2 may be interpreted as a combination of the effects discussed above. While the occurrence of a tensile plateau is well justified, future work is needed to understand the origins of the tensile trend with thickness and to generalize this result for other systems.

5.5. Crystallographic texture selection

The texture transition revealed by XRD measurements in Fig. 5 is one of the most important microstructural results. Not only is this transition interesting in terms of fundamental crystal growth mechanisms, but it also has important practical consequences for film quality. From SEM (Fig. 3d–i) and AFM (Fig. 4) measurements the (101) textured (biased) specimen forms with a smooth, dense surface as compared to growth on the (002) basal plane. Because of this, thick films may benefit from (101) texture where roughness and shadowing instabilities are potentially delayed [78].

The underlying physics responsible for this transition and its effects on surface morphology are currently being studied in more detail via additional experiments and atomistic simulations. We note in passing that the (002), (101), and (100) planes all share nearly equal low energy cusps on a Wulff plot for beryllium [52]; thus, slight changes in deposition energetics may be responsible for the massive texture shift observed in the present experiments. More details will be presented on this topic in a future work.

6. Conclusions

The present set of experiments has improved our understanding of residual stress development in thick sputtered films through the use of an in situ measurement technique. While thin films may be adequately characterized by an average stress value, thick films require more detailed measurements where significant gradients in stress are possible through-thickness. For the specific case of magnetron sputtered beryllium, we have found average stress trends consistent with those in the literature for a variety of materials: increasing compressive stress with a decrease in sputtering gas pressure and/or the application of substrate biasing. However, in situ measurements reveal a transition from compressive to tensile stress with film growth. To interpret the stress data, and elucidate processing–structure relationships, detailed microstructural characterization has been performed with the following main conclusions:

- Cross-sectional TEM reveals classic columnar grain growth, with a finer grain size maintained under conditions of substrate biasing.
- Surface morphology is strongly influenced by processing conditions; a transition from rough, hexagonal growth to a smooth, faceted structure is observed with the application of substrate bias.
- A crystallographic texture transition occurs with biasing from (002) to (101) preferred growth. This texture transition is reflected in surface morphology observations.

Theoretical models of residual stress generation were examined, including the grain coalescence and atomic peening mechanisms, paying special attention to microstructural variables related to the present experimental findings. Surface roughness, in particular, was correlated with the observed tensile trend during film growth, suggesting that a smooth surface may be required to maintain low levels of stress. A generalized stress map was also developed incorporating simplified expressions for the energetics of deposition, predicting broad relationships between processing/material variables and stress state.
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